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Article Info  This study uses Data Mining with four classification models. The object of this 

research is pneumonia data. The proposed models are Support Vector Machine 

(SVM), Decision Tree, Logistic Regression and Random Forest. Tests have been 

carried out using Cross-Validation Sampling and Stratified Sampling using several 

Folds of 3, 10 and 20. The results obtained are Logistic Regression models get the 

highest and most consistent accuracy results compared to SVM, Decision Tree and 

Random Forest. The tests evidence this carried out with the results of Number of 

Folds 3 getting the AUC value of 0.990, Accuracy 0.962, F1 0.962, Precision 0.962 

and Recall 0.962. Number of Folds 10 gets the AUC value of 0.991, Accuracy 

0.961, F1 0.961, Precision 0.961 and Recall 0.961. Number of Folds 20 gets AUC 

0.991, Accuracy 0.965, F1 0.965, Precision 0.965 and Recall 0.965. From this 

study, Logistic Regression got good results for predicting and classifying 

pneumonia. 
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1. Introduction 

 Many lung disorders affect people worldwide, including chronic obstructive pulmonary disease 

(COPD), asthma, tuberculosis, fibrosis, and pneumonia [1]. Lung cancer is one of the leading causes 

of death in both women and men [2], and pneumonia accounts for most lung infection-related deaths 

after kidney transplantation [3]. WHO estimates that more than 4 million premature deaths occur 

yearly from diseases related to air pollution generated from household waste, such as pneumonia [4]. 

Ultrasound images, X-rays etc., are often used to diagnose conditions such as pneumonia. Image is the 

first procedure or primary process used to detect disorders in a person's body. Images provide a better 

view with the addition of a doctor's assistance to diagnose internal diseases [5]. 

 Many studies have been carried out using x-ray results from a patient with pneumonia and with 

various methods, including using Machine Learning [1], [3], [5]–[8], Data Mining [2], [9], Deep 

Learning [4], [10], Image Analitics[11], Big Data [7], Support Vector Machine [12], Convolutions and 

Dynamic Capsule Routing [13], Convolutional Neural Network [14] and others. From previous 

research, researchers got different results, as in the study of Bahtiar Imran et al. [1] using a machine 

learning model for pneumonia classification by utilizing the results from X-Ray images. This study, 

Epoch 700, got the best results with 92% accuracy. Research V.Krishnaiah et a [2] used the Data 

Mining technique for lung cancer prediction. This study showed that using Naïve Bayes gets better 

results than other methods. You Luo et al. [3] used machine learning to predict severe pneumonia in 

hospitalized patients after kidney transplantation. The results of this study, the Random Forest 

method, got better results with a sensitivity of 0.67, specificity of 0.97, a positive likelihood ratio of 

22.33, a negative likelihood ratio of 0.34, AUROC 0.91 AUPRC 0.72. Okeke Stephen et al. [4] used 

Deep Learning to classify pneumonia in health care. The results of this study that using the CNN 

model got better results. Aiyesha Sadiya et al. [5] used Machine Learning to diagnose tuberculosis and 

pneumonia. Of the proposed methods, such as Naïve Bayes, Decision Tree and Random Forest, the 

Random Forest method gave the best results. Hafiz Muneeb Ahmad et al. [11] this study uses Image 

Analytics from Orange tools for pneumonia prediction. The results obtained are that Logistic 
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Regression gives better results. K.R. Swetha et al. [7] proposes Big Data, Deep Learning and Machine 

Learning for pneumonia prediction. The results obtained in this study are that the Convolutional 

Neural Network (CNN) method provides very accurate results. Elina Naydenova et al. [9] this study 

uses Data Mining to diagnose pneumonia in children. This study shows that the proposed method can 

be used to support the diagnosis of pneumonia in children. Kuang Ming Kuo et al. [8] used machine 

learning to predict pneumonia in schizophrenic patients. The results obtained are that the proposed 

prediction model can serve as a helpful support tool for doctors in treating schizophrenic patients. 

Ansh Mittal et al. [13] used Convolutions and Dynamic Capsule Routing for pneumonia detection 

based on x-ray images. The results of this study were the E4CC model worked optimally and provided 

a test accuracy of 96.36%. 

 From several studies that have been carried out, there have never been a study using Data Mining 

with the Support Vector Machine (SVM), Decision Tree, Logistic Regression and Random Forest 

models to predict and classify pneumonia. For this reason, this study proposes a Support Vector 

Machine (SVM), Decision Tree, Logistic Regression and Random Forest model to predict and classify 

pneumonia. The determination of this model has based on the reason that the SVM model is a 

classification model that gives good results with high accuracy [15], [16], and the Decision Tree is a 

good and accurate classification model [17], [18]. Logistic regression gives classification results with 

high accuracy [11], while Random Forest is a model that offers good results with high accuracy [19]–

[22]. Before the prediction and classification stages are carried out, the data used as training and 

testing data is pre-processed using the Normalize to Interval method. The tools used for this prediction 

and classification are Orange Data Mining, for the prediction and classification phase using the 

prediction widget and Test and Score while evaluating the success of the classification results using 

the Confusion Matrix. 

 

2. Method 

 The stages of the research process in this study are described in the flow chart of the research 

methodology, which is depicted in Figure 1. 

 
Figure 1. Research Stages 

 

2.1.  Dataset 

 The data used in this study was taken on a dataset sharing website, namely Kaggle. The dataset 

used in this study was 5216 data in an excel file. The attributes used are 783 attributes, while for the 

tools used to process datasets using Orange Data Mining, orange is one of the most effective tools 

used for data mining [23]–[26]. 
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2.2.  Pre-processing 

 After the data collection stage is carried out, there are still a lot of missing, null and redundant 

data [27]. It is necessary to do pre-processing to eliminate Null and Redundant data. The method used 

in this pre-processing is Normalize Features by utilizing the Normalize to Interval [1,1] feature. 

Figure 2 is an example of data that has been pre-processed. 

 

 
Figure 2. Data After Pre-Processing 

 

2.3.  Training and Testing Dataset 

 The widget used for training and testing is the Data Sampler at this stage. This data sampler 

divides the data used for training and testing. The training data used in this study were 80% = 4174 

data and 20% = 1043 data as testing data. In the data set, one attribute is used as a target, in this case, 

the Prediction attribute. Prediction attribute has two classes, including Pneumonia class and Normal 

class. 

 

2.4. Prediction and Classification 

 The classification model used in this study uses four models: Support Vector Machine (SVM), 

Decision Tree, Logistic Regression, and Random Forest.  

The steps are as follows. 

1. Import dataset 

2. Pre-processing using Normalize Features 

3. Select Columns = Enter the attributes used and determine the features that will be used as 

targets. 

4. Data Sampler = distribution of training and testing data 

5. Test and Score = receive testing and training data from the data sampler. Test and Score also 

receive learning from classification models, including SVM, Decision Tree, Logistics 

Regression and Random Forest. 

 

2.5. Evaluation Result 

 Test and Score has an output in the form of predictions and evaluation results. This widget is 

used to measure the level of results from the classification evaluation using the Confusion Matrix. The 

confusion matrix in this study was used to evaluate and calculate the performance of the classification 

model [28]—table 1 example Confusion Matrix. 

 

 

Table 1. Confusion matrix 

 PREDICTED 
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Actual  Normal Pneumonia 

 Normal True Positives 

(TP) 

False Negatives 

(FN) 

 Pneumoni

a 

False Positives 

(FP) 

True Negatives 

(TN) 

 

Accuracy is measured using [29]: 

  (1) 

Precision is measured using [22]: 

  (2) 

Recall is measured using [22]: 

    (3) 

 

3. Results and Disccusion 

 The test results used a data set of 5216, and the number of attributes is 783. The distribution of 

training and testing data uses a data sampler widget, where 80% training data = 4174 data and 20% = 

1043 data as testing data. In this test, the target attribute is a prediction with two classes: the 

Pneumonia class and the Normal class. Sampling used in this study uses Cross-Validation and 

Stratified Sampling using a Number of Folds of 3, 10 and 20. 

 

3.1.  Number of Folds 3 

 By using Number of Folds 3, the test results obtained are, using Decision Tree AUC 0.812, 

Accuracy 0.892, F1 0.891, Precision 0.891 and Recall 0.892, SVM model with AUC value 0.986, 

Accuracy 0.953, F1 0.952, Precision 0.952 and Recall 0.953. Random Forest with AUC 0.973, 

Accuracy 0.935, F1 0.934, Precision 0.934 and Recall 0.935. As for Logistic Regression with AUC 

value 0.990, Accuracy 0.962, F1 0.962, Precision 0.962 and Recall 0.962. Figure 3 test results using 

Number of Folds 3. 

 
Figure 3. Number of Folds 3 

 

Evaluation of the results using the Confusion Matrix using Number of Folds 3 on the Logistic 

Regression model got the classification results for the Normal class = 1003 and the Pneumonia class = 

3010, while for the failed classification results for the Normal type = 84 and the Pneumonia class = 

76. Figure 4 results Confusion Matrix on Logistic Regression model with Number of Folds 3. 
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Figure 4. Confusion Matrix with Logistic Regression Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 3 in the Decision 

Tree model got the classification results for the Normal class = 825 and Pneumonia class = 2899, 

while for the failed classification results for the Normal type = 262 and the Pneumonia class = 187. 

Figure 5 results Confusion Matrix on the Decision Tree model with Number of Folds 3. 

 

 
Figure 5. Confusion Matrix with Decision Tree Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 3 on the SVM 

model got the classification results for the Normal class = 965 and the Pneumonia class = 3011, while 

for the failed classification results for the Normal class = 122 and the Pneumonia class = 75. Figure 6 

Confusion results Matrix on SVM model with Number of Folds 3. 

 

 
Figure 6. Confusion Matrix With SVM Model 

 

Evaluation of the results using the Confusion Matrix using Number of Folds 3 in the Random Forest 

model got the classification results for the Normal class = 913 and Pneumonia class = 2987, while for 

the failed classification results for the Normal type = 174 and the Pneumonia class = 99. Figure 7 

results Confusion Matrix on Random Forest model with Number of Folds 3. 
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Figure 7. Confusion Matrix with Random Forest Model 

 

3.2.  Number of Folds 10 

 Tests using Number of Folds 10 get the following results, with the Decision Tree model with 

AUC value 0.800, Accuracy 0.890, F1 0.888, Precision 0.888 and Recall 0.890, SVM model with 

AUC value 0.974, Accuracy 0.931, F1 0.931 , Precision 0.931 and Recall 0.931. Random Forest 

Model with AUC value of 0.975, Accuracy 0.940, F1 0.940, Precision 0.940 and Recall 0.940 and 

Logistic Regression Model with AUC value 0.991, Accuracy 0.961, F1 0.961, Precision 0.961 and 

Recall 0.961. Figure 8 test results using Number of Folds 10. 

 

 
Figure 8. Number of Folds 10 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 10 on the Logistic 

Regression model got the classification results for the Normal class = 1000 and the Pneumonia class = 

3010, while for the failed classification results for the Normal class = 87 and the Pneumonia class = 

76. Figure 9 results Confusion Matrix on Logistic Regression model with Number of Folds 10. 

 
Figure 9. Confusion Matrix with Logistic Regression Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 10 in the Decision 

Tree model got the classification results for the Normal class = 795 and Pneumonia class = 2915, 

while for the failed classification results for the Normal class = 268 and the Pneumonia class = 195. 

Figure 10 results Confusion Matrix on Decision Tree model with Number of Folds 10. 
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Figure 10. Confusion Matrix with Decision Tree Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 10 on the SVM 

model got the classification results for the Normal class = 924 and Pneumonia class = 2931, while for 

the failed classification results for the Normal class = 139 and the Pneumonia class = 179. Figure 11 

Confusion results Matrix on SVM model with Number of Folds 10. 

 
Figure 11. Confusion Matrix With SVM Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 10 in the Random 

Forest model got the classification results for the Normal class = 901 and Pneumonia class = 3003, 

while for the failed classification results for the Normal class = 162 and the Pneumonia class = 107. 

Figure 12 results Confusion Matrix on Random Forest model with Number of Folds 10. 

 

 
Figure 12. Confusion Matrix With SVM Model 

 

3.3.  Number of Folds 20 

 Tests using Number of Folds 20 get the following results, with the Decision Tree model with 

AUC values of 0.800, Accuracy 0.889, F1 0.888, Precision 0.887 and Recall 0.889, SVM models with 

AUC values 0.976, Accuracy 0.935, F1 0.935, Precision 0.935 and Recall 0.935. Random Forest 

Model with AUC value of 0.978, Accuracy 0.942, F1 0.941, Precision 0.941 and Recall 0.942 and 

Logistic Regression Model with AUC value 0.991, Accuracy 0.965, F1 0.965, Precision 0.965 and 

Recall 0.965. Figure 13 test results using Number of Folds 20. 
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Figure 13. Number of Folds 20 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 20 on the Logistic 

Regression model got the classification results for the Normal class = 979 and the Pneumonia class = 

3047. For the failed classification results, the Normal class = 84 and for the Pneumonia class = 63. 

Figure 14 results Confusion Matrix on Logistic Regression model with Number of Folds 20. 

 
Figure 14. Confusion Matrix with Logistic Regression Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 20 in the Decision 

Tree model got the classification results for the Normal class = 788 and Pneumonia class = 2923, 

while for the failed classification results for the Normal class = 275 and the Pneumonia class = 187. 

Figure 15 results Confusion Matrix on Decision Tree model with Number of Folds 20. 

 

 
Figure 15. Confusion Matrix with Decision Tree Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 20 on the SVM 

model got the classification results for the Normal class = 937 and Pneumonia class = 2964, while for 

the failed classification results for the Normal class = 126 and for the Pneumonia class = 146. Figure 

16 Confusion results Matrix on SVM model with Number of Folds 20. 
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Figure 16. Confusion Matrix With SVM Model 

 

 Evaluation of the results using the Confusion Matrix using Number of Folds 20 in the Random 

Forest model got the classification results for the Normal class = 916 and Pneumonia class = 3014, 

while for the failed classification results for the Normal class = 147 and the Pneumonia class = 96. 

Figure 17 results Confusion Matrix on Random Forest model with Number of Folds 20. 

 

 
Figure 17. Confusion Matrix with Random Forest Model 

 From the results of tests that have been carried out using four classification models with 783 

attributes, predictions and classifications are good, but for further development, model predictions and 

classifications can be developed using different numbers of folds to get maximum results. 

 

4. Conclusion  

 This study uses Data Mining with four classification models, namely SVM, Decision Tree, 

Logistic Regression and Random Forest, to predict and classify pneumonia. From the results of the 

tests that have been carried out using Test and Score, the Logistic Regression model results get the 

highest and most consistent accuracy results compared to SVM, Decision Tree, and Random Forest. 

The test results can be proven by using the Number of Folds that have been carried out, Number of 

Folds 3 get results for Decision Tree AUC 0.812, Accuracy 0.892, F1 0.891, Precision 0.891 and 

Recall 0.892, SVM model with AUC value 0.986, Accuracy 0.953, F1 0.952, Precision 0.952 and 

Recall 0.953. Random Forest AUC value is 0.973, Accuracy is 0.935, F1 is 0.934, Precision is 0.934 

and Recall is 0.935. Logistic Regression AUC value is 0.990, Accuracy is 0.962, F1 is 0.962, 

Precision is 0.962 and Recall is 0.962. Number of Folds 10 got the following results, with the 

Decision Tree model with AUC value of 0.800, Accuracy 0.890, F1 0.888, Precision 0.888 and Recall 

0.890, SVM model AUC value 0.974, Accuracy 0.931, F1 0.931, Precision 0.931 and Recall 0.931. 

Random Forest AUC value 0.975, Accuracy 0.940, F1 0.940, Precision 0.940 and Recall 0.940 and 

Logistic Regression AUC value 0.991, Accuracy 0.961, F1 0.961, Precision 0.961 and Recall 0.961. 

Number of Folds 20 gets the following results, with the Decision Tree model with AUC values of 

0.800, Accuracy 0.889, F1 0.888, Precision 0.887 and Recall 0.889, SVM models with AUC values 

0.976, Accuracy 0.935, F1 0.935, Precision 0.935 and Recall 0.935. Random Forest Model with AUC 

value of 0.978, Accuracy 0.942, F1 0.941, Precision 0.941 and Recall 0.942 and Logistic Regression 

Model with AUC value 0.991, Accuracy 0.965, F1 0.965, Precision 0.965 and Recall 0.965. 
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