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Article Info This study uses Data Mining with four classification models. The object of this
N research is pneumonia data. The proposed models are Support Vector Machine
52@?;;’3‘1 .3(1)0Ml\g§y2(2)g§2 (SVM), Decision Tree, Logistic Regression and Random Forest. Tests have been
Accepted : 07 June 2022 carried out using Cross-Validation Sampling and Stratified Sampling using several
Folds of 3, 10 and 20. The results obtained are Logistic Regression models get the
highest and most consistent accuracy results compared to SVM, Decision Tree and
Random Forest. The tests evidence this carried out with the results of Number of
Folds 3 getting the AUC value of 0.990, Accuracy 0.962, F1 0.962, Precision 0.962
and Recall 0.962. Number of Folds 10 gets the AUC value of 0.991, Accuracy
0.961, F1 0.961, Precision 0.961 and Recall 0.961. Number of Folds 20 gets AUC
0.991, Accuracy 0.965, F1 0.965, Precision 0.965 and Recall 0.965. From this
study, Logistic Regression got good results for predicting and classifying

pneumonia.

Keywords: prediction, data mining, classification pneumonia.

1. Introduction

Many lung disorders affect people worldwide, including chronic obstructive pulmonary disease
(COPD), asthma, tuberculosis, fibrosis, and pneumonia [1]. Lung cancer is one of the leading causes
of death in both women and men [2], and pneumonia accounts for most lung infection-related deaths
after kidney transplantation [3]. WHO estimates that more than 4 million premature deaths occur
yearly from diseases related to air pollution generated from household waste, such as pneumonia [4].
Ultrasound images, X-rays etc., are often used to diagnose conditions such as pneumonia. Image is the
first procedure or primary process used to detect disorders in a person's body. Images provide a better
view with the addition of a doctor's assistance to diagnose internal diseases [5].

Many studies have been carried out using x-ray results from a patient with pneumonia and with
various methods, including using Machine Learning [1], [3], [5]-[8], Data Mining [2], [9], Deep
Learning [4], [10], Image Analitics[11], Big Data [7], Support Vector Machine [12], Convolutions and
Dynamic Capsule Routing [13], Convolutional Neural Network [14] and others. From previous
research, researchers got different results, as in the study of Bahtiar Imran et al. [1] using a machine
learning model for pneumonia classification by utilizing the results from X-Ray images. This study,
Epoch 700, got the best results with 92% accuracy. Research V.Krishnaiah et a [2] used the Data
Mining technigque for lung cancer prediction. This study showed that using Naive Bayes gets better
results than other methods. You Luo et al. [3] used machine learning to predict severe pneumonia in
hospitalized patients after kidney transplantation. The results of this study, the Random Forest
method, got better results with a sensitivity of 0.67, specificity of 0.97, a positive likelihood ratio of
22.33, a negative likelihood ratio of 0.34, AUROC 0.91 AUPRC 0.72. Okeke Stephen et al. [4] used
Deep Learning to classify pneumonia in health care. The results of this study that using the CNN
model got better results. Aiyesha Sadiya et al. [5] used Machine Learning to diagnose tuberculosis and
pneumonia. Of the proposed methods, such as Naive Bayes, Decision Tree and Random Forest, the
Random Forest method gave the best results. Hafiz Muneeb Ahmad et al. [11] this study uses Image
Analytics from Orange tools for pneumonia prediction. The results obtained are that Logistic
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Regression gives better results. K.R. Swetha et al. [7] proposes Big Data, Deep Learning and Machine
Learning for pneumonia prediction. The results obtained in this study are that the Convolutional
Neural Network (CNN) method provides very accurate results. Elina Naydenova et al. [9] this study
uses Data Mining to diagnose pneumonia in children. This study shows that the proposed method can
be used to support the diagnosis of pneumonia in children. Kuang Ming Kuo et al. [8] used machine
learning to predict pneumonia in schizophrenic patients. The results obtained are that the proposed
prediction model can serve as a helpful support tool for doctors in treating schizophrenic patients.
Ansh Mittal et al. [13] used Convolutions and Dynamic Capsule Routing for pneumonia detection
based on x-ray images. The results of this study were the E4CC model worked optimally and provided
a test accuracy of 96.36%.

From several studies that have been carried out, there have never been a study using Data Mining
with the Support Vector Machine (SVM), Decision Tree, Logistic Regression and Random Forest
models to predict and classify pneumonia. For this reason, this study proposes a Support Vector
Machine (SVM), Decision Tree, Logistic Regression and Random Forest model to predict and classify
pneumonia. The determination of this model has based on the reason that the SVM model is a
classification model that gives good results with high accuracy [15], [16], and the Decision Tree is a
good and accurate classification model [17], [18]. Logistic regression gives classification results with
high accuracy [11], while Random Forest is a model that offers good results with high accuracy [19]-
[22]. Before the prediction and classification stages are carried out, the data used as training and
testing data is pre-processed using the Normalize to Interval method. The tools used for this prediction
and classification are Orange Data Mining, for the prediction and classification phase using the
prediction widget and Test and Score while evaluating the success of the classification results using
the Confusion Matrix.

2. Method
The stages of the research process in this study are described in the flow chart of the research
methodology, which is depicted in Figure 1.

| Dataset |

v

Pre-processing

'

Training dan testing dataset

|

Classification Algorithm :
1. SVM
2. Decision Tree
3. Logistic Regression
4, Random Forest

.

Prediction and
Classification

.

Result Evaluation

Figure 1. Research Stages

2.1. Dataset

The data used in this study was taken on a dataset sharing website, namely Kaggle. The dataset
used in this study was 5216 data in an excel file. The attributes used are 783 attributes, while for the
tools used to process datasets using Orange Data Mining, orange is one of the most effective tools
used for data mining [23]-[26].
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2.2.

Pre-processing
After the data collection stage is carried out, there are still a lot of missing, null and redundant

data [27]. It is necessary to do pre-processing to eliminate Null and Redundant data. The method used
in this pre-processing is Normalize Features by utilizing the Normalize to Interval [1,1] feature.
Figure 2 is an example of data that has been pre-processed.

2.3.

71 Data Table - Orange - o
0 1 2 3 4 5 6 7 8 9 1 A

1 0175 022222 024268 0.18987 0.13992 0.16387 0.156 0.08980 0.1843
2 7 044444 0.25941 0. o1 002101 0.000 041224 0.7451
3 0.04701 004184 0. ['RERRR] 0.22689 0.336 067347 0.8196
4 046025 059916 060494 048739 0412 041633 06274
5 3 044444 045607 039662 040329 044538 0380 051837 056078 05921
6 0375 046581 042678 028270 022222 0.19328 0.052 0.000 025714 047843 0.5960
7 0.18333 031197 045188 045570 0.36555 0.252 006939 046939 055294 0.5921
8 0.000 001709 021339 037975 060084 0584 049388 041633 026667 03686
9 0.14167 041880 047699 0.60759 0.500 0.452 035102 0285711 0.36863 0.4627
10 0.000 001709 0.16318 027004 0.500 0492 038776 0.17551 0.50196 06823
11 0.19583 023077 025941 031224 044444 048739 0424 046939 0.64082 063137 06784
12 023333 0.29060 045188 050633 042798 048319 0324 005714 030612 0.46667 0619
13 0.000 005128 0.25105 041772 049794 0.65126 0.584 066122 067755 081569 08431
14 009583 031197 039331 050633 051029 043277 039% 031837 039184 056863 06941
15 0.00417 041423 051477 056790 045798 0416 043265 030612 033333 04431
16 0.03750 0.00418 0.000 0.000 0.000 0.000 0.000 0.000 001569 02274
17 035417 059833 049367 045267 0.500 0456 040816 071837 0.76471 08274
18 0 049372 059916 049383 045378 0388 030204 054286 063529 07058
19 0.23750 0.13808 007173 0.00823 0.000 0.004 028511 0.83673 095294 0.8862
20 0.15417 037238 044304 037037 026050 0.184 014286 057959 064314 07058
21 028333 053138 0.54430 034156 036975 0244 0.10204 057143 0.67451 0.7882
2 042259 037975 055144 085714 0.792 0.75918 0.88571 0.89020 08784
23 053975 044304 046091 058403 0.604 0.70204 0.78776 064314 05686
2 0.000 0.000 0,000 0,000 0,000 0.000 0.000 009388 027451 03568
5 0.10256 0.08368 0.02954 0.000 0.000 0.000 0.000 0.05714 0.36471 06352
2 0 0.17521 021757 0.18565 0.14815 013445 0244 0.57959 071837 0.81569 0.8588
2 0126752 na7an 5 35 2 3 a7 a v
< >

Figure 2. Data After Pre-Processing

Training and Testing Dataset
The widget used for training and testing is the Data Sampler at this stage. This data sampler

divides the data used for training and testing. The training data used in this study were 80% = 4174
data and 20% = 1043 data as testing data. In the data set, one attribute is used as a target, in this case,
the Prediction attribute. Prediction attribute has two classes, including Pneumonia class and Normal

class.

2.4. Prediction and Classification

The classification model used in this study uses four models: Support Vector Machine (SVM),

Decision Tree, Logistic Regression, and Random Forest.
The steps are as follows.

1.
2.
3.

o &

Import dataset

Pre-processing using Normalize Features

Select Columns = Enter the attributes used and determine the features that will be used as
targets.

Data Sampler = distribution of training and testing data

Test and Score = receive testing and training data from the data sampler. Test and Score also
receive learning from classification models, including SVM, Decision Tree, Logistics
Regression and Random Forest.

2.5. Evaluation Result

Test and Score has an output in the form of predictions and evaluation results. This widget is

used to measure the level of results from the classification evaluation using the Confusion Matrix. The
confusion matrix in this study was used to evaluate and calculate the performance of the classification
model [28]—table 1 example Confusion Matrix.

Table 1. Confusion matrix

PREDICTED
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Actual Normal Pneumonia
Normal True Positives  False Negatives
(TP) (FN)
Pneumoni  False Positives  True Negatives
a (FP) (TN)

Accuracy is measured using [29]:
TP+TN

Accuracy = TP+FP+FN+TN (1)
Precision is measured using [22]:
- . TP
Precision = —— 2
Recall is measured using [22]:
TP
Recall = TPIFN 3)

3. Results and Disccusion

The test results used a data set of 5216, and the number of attributes is 783. The distribution of
training and testing data uses a data sampler widget, where 80% training data = 4174 data and 20% =
1043 data as testing data. In this test, the target attribute is a prediction with two classes: the
Pneumonia class and the Normal class. Sampling used in this study uses Cross-Validation and
Stratified Sampling using a Number of Folds of 3, 10 and 20.

3.1.  Number of Folds 3

By using Number of Folds 3, the test results obtained are, using Decision Tree AUC 0.812,
Accuracy 0.892, F1 0.891, Precision 0.891 and Recall 0.892, SVM model with AUC value 0.986,
Accuracy 0.953, F1 0.952, Precision 0.952 and Recall 0.953. Random Forest with AUC 0.973,
Accuracy 0.935, F1 0.934, Precision 0.934 and Recall 0.935. As for Logistic Regression with AUC
value 0.990, Accuracy 0.962, F1 0.962, Precision 0.962 and Recall 0.962. Figure 3 test results using
Number of Folds 3.

Evaluation Results

Model AUC CA F1 Precision Recall
Tree 0812 0892 0891 0891 0.892
SVM 0986 0953 0952 0952 0953

Random Forest 0973 0935 0.934 0934 0.935

Logistic Regression 0.990 0.962 0.962 0.962 0.962

Figure 3. Number of Folds 3

Evaluation of the results using the Confusion Matrix using Number of Folds 3 on the Logistic
Regression model got the classification results for the Normal class = 1003 and the Pneumonia class =
3010, while for the failed classification results for the Normal type = 84 and the Pneumonia class =
76. Figure 4 results Confusion Matrix on Logistic Regression model with Number of Folds 3.
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Predicted
NORMAL PNEUMONIA 3
NORMAL 1003 84 1087
E PNEUMONIA 76 3010 3086
)3 1079 3094 4173

Figure 4. Confusion Matrix with Logistic Regression Model

Evaluation of the results using the Confusion Matrix using Number of Folds 3 in the Decision
Tree model got the classification results for the Normal class = 825 and Pneumonia class = 2899,
while for the failed classification results for the Normal type = 262 and the Pneumonia class = 187.
Figure 5 results Confusion Matrix on the Decision Tree model with Number of Folds 3.

Predicted
NORMAL PNEUMONIA )3
NORMAL 825 262 1087
g PNEUMONIA 187 2899 3086
3 1012 3161 4173

Figure 5. Confusion Matrix with Decision Tree Model

Evaluation of the results using the Confusion Matrix using Number of Folds 3 on the SVM
model got the classification results for the Normal class = 965 and the Pneumonia class = 3011, while
for the failed classification results for the Normal class = 122 and the Pneumonia class = 75. Figure 6
Confusion results Matrix on SVM model with Number of Folds 3.

Predicted
NORMAL PNEUMONIA )3
NORMAL 965 122 1087
g PNEUMONIA 75 3011 3086
3 1040 3133 4173

Figure 6. Confusion Matrix With SVM Model

Evaluation of the results using the Confusion Matrix using Number of Folds 3 in the Random Forest
model got the classification results for the Normal class = 913 and Pneumonia class = 2987, while for
the failed classification results for the Normal type = 174 and the Pneumonia class = 99. Figure 7
results Confusion Matrix on Random Forest model with Number of Folds 3.
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Predicted

NORMAL PNEUMONIA

NORMAL 913

£ PNEUMONIA 99
<

3 1012

174

2987

3161
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2
1087

3086

4173

Figure 7. Confusion Matrix with Random Forest Model

3.2.  Number of Folds 10

Tests using Number of Folds 10 get the following results, with the Decision Tree model with
AUC value 0.800, Accuracy 0.890, F1 0.888, Precision 0.888 and Recall 0.890, SVM model with
AUC value 0.974, Accuracy 0.931, F1 0.931 , Precision 0.931 and Recall 0.931. Random Forest
Model with AUC value of 0.975, Accuracy 0.940, F1 0.940, Precision 0.940 and Recall 0.940 and
Logistic Regression Model with AUC value 0.991, Accuracy 0.961, F1 0.961, Precision 0.961 and
Recall 0.961. Figure 8 test results using Number of Folds 10.

Evaluation Results

Model AUC CA Fi
Tree 0.2800 0.890 0.888
SVM 0974 0931 0931

Random Forest 0.975 0.940 0.940

Logistic Regression 0.991 0.961 0.961

Precision
0.888
0.931
0.940

0.961

Recall
0.890
0.931
0.940

0.961

Figure 8. Number of Folds 10

Evaluation of the results using the Confusion Matrix using Number of Folds 10 on the Logistic
Regression model got the classification results for the Normal class = 1000 and the Pneumonia class =
3010, while for the failed classification results for the Normal class = 87 and the Pneumonia class =
76. Figure 9 results Confusion Matrix on Logistic Regression model with Number of Folds 10.

Predicted

NORMAL PNEUMONIA

NORMAL 1000
§ PNEUMONIA 76
3 1076

87

3010

3097

2
1087

3086

4173

Figure 9. Confusion Matrix with Logistic Regression Model

Evaluation of the results using the Confusion Matrix using Number of Folds 10 in the Decision
Tree model got the classification results for the Normal class = 795 and Pneumonia class = 2915,
while for the failed classification results for the Normal class = 268 and the Pneumonia class = 195.
Figure 10 results Confusion Matrix on Decision Tree model with Number of Folds 10.
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Predicted
NORMAL PNEUMONIA 2
NORMAL 795 268 1063
§ PNEUMONIA 195 2915 3110
2 990 3183 4173

Figure 10. Confusion Matrix with Decision Tree Model

Evaluation of the results using the Confusion Matrix using Number of Folds 10 on the SVM
model got the classification results for the Normal class = 924 and Pneumonia class = 2931, while for
the failed classification results for the Normal class = 139 and the Pneumonia class = 179. Figure 11
Confusion results Matrix on SVM model with Number of Folds 10.

Predicted
NORMAL PNEUMONIA p3
NORMAL 924 139 1063
é PNEUMONIA 179 2931 3110
3 1103 3070 4173

Figure 11. Confusion Matrix With SVM Model

Evaluation of the results using the Confusion Matrix using Number of Folds 10 in the Random
Forest model got the classification results for the Normal class = 901 and Pneumonia class = 3003,
while for the failed classification results for the Normal class = 162 and the Pneumonia class = 107.
Figure 12 results Confusion Matrix on Random Forest model with Number of Folds 10.

Predicted
NORMAL PNEUMONIA 3
NORMAL 901 162 1063
§ PNEUMONIA 107 3003 3110
3 1008 3165 4173

Figure 12. Confusion Matrix With SVM Model

3.3, Number of Folds 20

Tests using Number of Folds 20 get the following results, with the Decision Tree model with
AUC values of 0.800, Accuracy 0.889, F1 0.888, Precision 0.887 and Recall 0.889, SVM models with
AUC values 0.976, Accuracy 0.935, F1 0.935, Precision 0.935 and Recall 0.935. Random Forest
Model with AUC value of 0.978, Accuracy 0.942, F1 0.941, Precision 0.941 and Recall 0.942 and
Logistic Regression Model with AUC value 0.991, Accuracy 0.965, F1 0.965, Precision 0.965 and
Recall 0.965. Figure 13 test results using Number of Folds 20.
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Evaluation Results

Model AUC CA F1 Precision Recall
Tree 0.800 0.889 0888 0887 0.889
SVM 0976 0935 0935 0935 0935

Random Forest 0.978 0.942 0.941 0.941 0.942

Logistic Regression 0.991 0.965 0.965 0.965 0.965

Figure 13. Number of Folds 20

Evaluation of the results using the Confusion Matrix using Number of Folds 20 on the Logistic
Regression model got the classification results for the Normal class = 979 and the Pneumonia class =
3047. For the failed classification results, the Normal class = 84 and for the Pneumonia class = 63.
Figure 14 results Confusion Matrix on Logistic Regression model with Number of Folds 20.

Predicted
NORMAL PNEUMONIA ¥
NORMAL 979 84 1063
§ PNEUMONIA 63 3047 3110
2 1042 3131 4173

Figure 14. Confusion Matrix with Logistic Regression Model

Evaluation of the results using the Confusion Matrix using Number of Folds 20 in the Decision
Tree model got the classification results for the Normal class = 788 and Pneumonia class = 2923,
while for the failed classification results for the Normal class = 275 and the Pneumonia class = 187.
Figure 15 results Confusion Matrix on Decision Tree model with Number of Folds 20.

Predicted
NORMAL PNEUMONIA )3
NORMAL 788 275 1063
§ PNEUMONIA 187 2923 3110
2 975 3198 4173

Figure 15. Confusion Matrix with Decision Tree Model

Evaluation of the results using the Confusion Matrix using Number of Folds 20 on the SVM
model got the classification results for the Normal class = 937 and Pneumonia class = 2964, while for
the failed classification results for the Normal class = 126 and for the Pneumonia class = 146. Figure
16 Confusion results Matrix on SVM model with Number of Folds 20.

INFOKUM is licensed under a Creative Commons Attribution-Non Commercial 4.0
International License (CC BY-NC 4.0)
799


http://infor.seaninstitute.org/index.php/infokum/index

‘) EAN [NSTITUTE

http://infor.seaninstitute.org/index.php/infokum/index

JURNAL INFOKUM E-ISSN 2722-4635
Predicted
NORMAL PNEUMONIA 2
NORMAL 937 126 1063
i_g PNEUMONIA 146 2964 3110
)3 1083 3090 4173

Figure 16. Confusion Matrix With SVM Model

Evaluation of the results using the Confusion Matrix using Number of Folds 20 in the Random
Forest model got the classification results for the Normal class = 916 and Pneumonia class = 3014,
while for the failed classification results for the Normal class = 147 and the Pneumonia class = 96.
Figure 17 results Confusion Matrix on Random Forest model with Number of Folds 20.

Predicted
NORMAL PNEUMONIA )3
NORMAL 916 147 1063
§ PNEUMONIA 96 3014 3110
b3 1012 3161 4173

Figure 17. Confusion Matrix with Random Forest Model
From the results of tests that have been carried out using four classification models with 783
attributes, predictions and classifications are good, but for further development, model predictions and
classifications can be developed using different numbers of folds to get maximum results.

4. Conclusion

This study uses Data Mining with four classification models, namely SVM, Decision Tree,
Logistic Regression and Random Forest, to predict and classify pneumonia. From the results of the
tests that have been carried out using Test and Score, the Logistic Regression model results get the
highest and most consistent accuracy results compared to SVM, Decision Tree, and Random Forest.
The test results can be proven by using the Number of Folds that have been carried out, Number of
Folds 3 get results for Decision Tree AUC 0.812, Accuracy 0.892, F1 0.891, Precision 0.891 and
Recall 0.892, SVM model with AUC value 0.986, Accuracy 0.953, F1 0.952, Precision 0.952 and
Recall 0.953. Random Forest AUC value is 0.973, Accuracy is 0.935, F1 is 0.934, Precision is 0.934
and Recall is 0.935. Logistic Regression AUC value is 0.990, Accuracy is 0.962, F1 is 0.962,
Precision is 0.962 and Recall is 0.962. Number of Folds 10 got the following results, with the
Decision Tree model with AUC value of 0.800, Accuracy 0.890, F1 0.888, Precision 0.888 and Recall
0.890, SVM model AUC value 0.974, Accuracy 0.931, F1 0.931, Precision 0.931 and Recall 0.931.
Random Forest AUC value 0.975, Accuracy 0.940, F1 0.940, Precision 0.940 and Recall 0.940 and
Logistic Regression AUC value 0.991, Accuracy 0.961, F1 0.961, Precision 0.961 and Recall 0.961.
Number of Folds 20 gets the following results, with the Decision Tree model with AUC values of
0.800, Accuracy 0.889, F1 0.888, Precision 0.887 and Recall 0.889, SVM models with AUC values
0.976, Accuracy 0.935, F1 0.935, Precision 0.935 and Recall 0.935. Random Forest Model with AUC
value of 0.978, Accuracy 0.942, F1 0.941, Precision 0.941 and Recall 0.942 and Logistic Regression
Model with AUC value 0.991, Accuracy 0.965, F1 0.965, Precision 0.965 and Recall 0.965.
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